Computer Science 4630

Spring 2001

Quiz 2

This is a closed book test.  For the multiple-choice questions circle the letter of the best answer to each question.  For the true/false questions (T/F) write a clearly legible T to the left of statements that are true and a clearly legible F to the left of statements that are false.

1. (T/F) The critical section problem is normally considered to be a synchronization problem.

2. (T/F) Semaphores are useful for solving the critical section problem.

3.   (T/F) All implementations of semaphores use some form of busy-waiting.

4. (T/F) All synchronization algorithms require that, at least sometimes, one process must wait for another to do something.

5. If you need to perform a very short critical section on a multiprocessor computer, which of the following mechanisms would probably be the most efficient for protecting the critical section?

  
   a. A spin lock.

               b. A semaphore.

   c. A rendezvous.

         d. A remote procedure call.

6. What does the term priority inversion refer to?

a. A situation where a process has been assigned the wrong priority.

b. A data structure where the priority queue is stored backwards.

c. A situation where a low priority process must wait for a high priority process.

d. A situation where a high priority process must wait for a low priority process.

7. An advantage of a preemptive scheduler over a nonpreemptive scheduler is

a. If a fixed collection of bursts is to be done, the total time to complete all burst is smaller with the preemptive scheduler.

b. A preemptive scheduler prevents a process from being locked out of the CPU.

c. A preemptive scheduler makes solution of the critical section problem easier.

d. A preemptive scheduler is easier to implement than a nonpreemptive scheduler

8. Which of the following operations would MOST LIKELY need to be inside a critical section?

a. Peek at the front of a shared queue without removing anything from the queue.

b. Increment a local variable..

c. Add a value to the end of a shared queue.

d. Make a system call to write a value to the disk.

9. What problem is Dekker’s algorithm designed to solve?

a. The critical section problem for just two processes using busy-waiting.

b. The critical section problem for just two processes using semaphores.

c. The critical section problem for multiple processes using busy-waiting.

d. The critical section problem for multiple processes using semaphores.

10. Only one of the following would be a feature of an ideal solution to the readers-writers problem.  Which one?

a. Allowance for concurrent reading

b. Allowance for concurrent  writing.

c. Allowance for reader lockout.

d. Allowance for writer lockout.

11. Suppose that there is only one resource in each resource class.  Then a directed cycle in the resource allocation indicates that

a. a deadlock might occur in the future.

b. all processes are deadlocked.

c. some processes are deadlocked.

d. the system is safe from deadlock.

12. Using spooling and a resource control daemon can reduce the possibility of deadlock by 

e. replacing a resource that requires exclusive access by one that does not require exclusive access.

f. replacing a resource that does not require exclusive access by one that requires exclusive access.

g. checking the resource allocation graph to ensure that there are no conflicts.

h. ordering the resources so that resources are allocated in increasing order.

13. Which of the following events would be LEAST LIKELY to cause the end of a CPU burst by a running thread?

a. Performing an input/output operation.

b. Performing a wait on an unblocked semaphore.

c. Performing a wait on a blocked semaphore.

d. Waiting to receive a message from another thread.

